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Problem Statement
▪ Data rates and heterogeneity increasing

▪ A continuum of computing resources are available

▪ Differing workflows across beamlines

Argonne Advanced Photon Source

Computing Continuum



Gladier
Gladier: The Globus Architecture for Data-Intensive Experimental Research

▪ Build interactive and automated research flows with composable 
and modular service components and software

▪ Encourage FAIR (Findable, Accessible, Interoperable, Reusable) 
data principles for complex and distributed research flows

▪ Simplify the connection between experimental facilities and 
computing facilities (e.g., Leadership Computing Facilities, local 
clusters, etc.)



An Example Research Flow
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Software and Services

APS Data Management

Many others…



Applications at the Advanced Photon Source

Serial X-Ray Crystallography (SSX) 
High-throughput determination of complex protein 

structures at near room temperatures

X-Ray Photon Correlated Spectroscopy (XPCS)

Powerful probe of microstructural dynamics in materials



Globus – Research Data Management Platform

Unified Data Access Data Transfer Platform as a Service

https://www.globus.org

Auth

Transfer

Share

Search

…

See DOE Data 

Days talk from 

Vas Vasiliadis

for more details



Globus Automate

A platform for defining, 
applying, and sharing 
distributed research 
automation flows

▪ Flows are comprised of steps

▪ Steps can be initiated by 
triggers (e.g. schedule, or 
events)

▪ Flows propagate state, and can 
contain loops, conditionals, and 
built in fault tolerance



▪ Turn any machine into a function serving 

endpoint

▪ Remove barriers to using diverse and 

distributed infrastructure

Functions:

- Register once, run anywhere

- Create containers for encapsulation

- Authn/z for execution and sharing

Endpoints:

- Lightweight agent that can be deployed        

by users

- Abstracts underlying resource and     

elastically scales to demand
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funcX – Serverless Computing



The Materials Data Facility

▪ Facilitate data publication 

and discovery
– Move data to long term 

storage, 

– Mint permanent identifiers, 

– Extract and register metadata

– Dispatch data and metadata to 

other services

10



Extract Information from Collected Files

Index Dataset 

Contents

Enable Richer 

Queries

Reduce User 

Burden

Community for 

Extractors
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Xtract Service (currently internal use only)

• User Facilities

• Data Sensitivities

• Large Data Sources

• Smaller dataset volume and 

velocity

• Modular domain-specific metadata extractors

• Smart data collection and movement

• Distributed architecture



And Much More…

Transfer Delete ACLs

SearchIngest

funcX DLHub

XtractIdentifier User Form Notification

Expression 

Evaluation
Describe

Web Form



- Auth, Transfer, Search, 

Automate

An Example Research Flow
- Data publication, discovery, 

metadata extraction

- Distributed computing- Data capture and 

processing

APS DM



Applications at the Advanced Photon Source

Serial X-Ray Crystallography (SSX) 
High-throughput determination of complex protein 

structures at near room temperatures

X-Ray Photon Correlated Spectroscopy (XPCS)

Powerful probe of microstructural dynamics in materials



Enabling Serial Crystallography (SSX) at 
Scale

• Perform serial imaging of chips with 

thousands of embedded protein crystals

• Run quality control on initial set (e.g., first 

1000) and report failures

• Analyze batches of images as collected

• Report statistics and and summary images 

during experiment

• Return crystal structure to scientist

Connecting light sources and leadership 

computing facilities to enable new science

Example sample map



- Plugs into the APS data management system (DM)

- Creates inputs to Globus Automate, reliably batches files together automatically

- Invokes a flow to move data to ALCF, perform analysis, catalog results

- Integrates with ALCF portal allowing users to monitor experiments and reprocess data

SSX Crystallography - Automation in Depth

With Andrzej Joachimiak, Darren Sherrell et al. APS Sector 19

Theta

Theta

Petrel
Portal

APS



SSX Search Index
Facilitate easy discovery and domain-

specific interactions with data 

- Integrates with Globus Search for 

back end

- Users publish metadata, figures, 

and files (int list, phil file, etc.)

- Users can: facet on relevant info, 

compute aggregate stats, see latest 

results (automatically updated 

during experiments), trigger 

reprocessing
SSX Portal: Search data, track processing progress, and more



“These data services have taken the time to 

solve a structure from weeks to days and now 

to hours”

Darren Sherrell, SBC beamline scientist APS 

Sector 19

Gladier in the DOE COVID-19 Fight  

ALCF + APS 

capabilities were 

used to 

determine the 

room 

temperature 

structure of 2 

viral surface 

proteins

Next steps:

Develop methods 

paper, continue 

running flow

4 structures available in PDB – Scientific paper forthcoming



Gladier - Automated XPCS Flow  
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- Automate flows stage data 

to ALCF for on-demand 

analysis and publication

- Metadata and plots are 

dynamically extracted and 

published into a search 

catalog

- Scientists can select 

datasets and initiate flows to 

perform batch analysis 

tasks, publish to MDF

With Nicholas Schwarz, and Suresh Narayanan et al. APS Sector 8-ID



XPCS Data Processing
Facilitate easy discovery and domain-

specific interactions with data 

- Users gather collections of data 

using Globus Search

- Collections can be published to 

MDF, transferred to a new location, 

or re-processed through Theta

- Collections can be tailored for each 

Index. Currently used by ExaLearn

and XPCS. XPCS Detail View: Move data, reprocess data, or publish data to 

the community



- Automate flows stage data 

to ALCF for on-demand 

analysis and publication

- Metadata and plots are 

dynamically extracted and 

published into a search 

catalog

- Scientists can select 

datasets and initiate flows to 

perform batch analysis 

tasks, publish to MDF

With Nicholas Schwarz, and Suresh Narayanan et al. APS Sector 8-ID

Gladier - Automated XPCS Flow  



Next Steps

• Continue to generalize the 

software components for wider 

release

• Integrate more services

• Gather use cases, and deploy 

these capabilities across the 

Advanced Photon Source (APS)

• Engage partners beyond APS



Thank You!

Contact: Ben Blaiszik (bblaiszik@anl.gov)

https://www.materialsdatafacility.org
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https://www.dlhub.org

https://www.funcx.org

Gladier


