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Data deluge at Manaaki Whenua



Computer vision evolution – Deep Learning

Imagenet 2010:
Error 28% (top 5)

Imagenet 2015:
Error 5% (top 5)



Machine learning at Manaaki Whenua

Pixel classification: poor Object classification: better DL object detection: best?

Object mapping (ephemeral wetlands)



Increasing research impact at Manaaki Whenua

• Automate existing processes
• Extrapolate local ground survey data
• Detect change
• Discover new relationships and previously invisible patterns

3 months



Beginnings – image recognition

Species: 99.6%
Subspecies or cross: 93.3%

Biosecure-ID (MBIE Smart Idea)

Moths confusion matrix

Moths

Coprosmas Fungi



Exploring – remote sensing

10 epoch 400 epoch LCDB DifferenceSentinel-2 =
Land cover

Forest destocking



Key challenges
• Lack of awareness/trust
• "Black box" methodology
• Quality & quantity of training 

data
• Access to compute resources
• Gaps in skills set

I think you should be more explicit here in step two.
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Solutions – people
• Dissemination
• Training
• Resources
• Infrastructure
•



Solutions – black box: visualisation

Explaining failure
Explaining success!



Data quality tolerance: bootstrapping

Human error Program error



Data quantity tolerance: feature extraction

 Seconds to train on a laptop

 Better than transfer learning for tiny datasets



Compute resources: NeSI

MNIST on GPU (2017)
6 minutes

MNIST on CPU (2017)
8 hours

MNIST on NeSI (2020)
2.5 minutes

Robust version control



Putting it to work: remote tree identification

Prepare datasets Extract training data Train models

NZ/Singapore 
collaboration



Looking forward
• Integration into our science

– Special Interest Group

• "What we can offer" publication
• Funding
• Building up a platform / ecosystem
• External collaborations



Thank you
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