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Control Storage Costs
− Organizations are faced with tens of 

petabytes of research data that they 
need to store & protect

− DMF can cost-effectively and 
transparently store & protect massive 
amounts of data by copying & tiering
to lower cost storage, such as object 
storage and  High-Latency Media 
(HLM)

Bottomless archive & backup

Accelerate workflows
− HPC users typically request 5-10% 

of total scratch capacity as high 
performance flash storage for 
bandwidth- or IOPS-intensive 
workloads

− DMF can stage files into a flash-
based dynamic namespace created 
on demand by HPC scheduler or 
workflow manager, and then de-
stage results into backend and 
release the namespace

Challenging 

workloads & burst buffers

Manage complex datasets
− Modern workflows require moving 

data between compute clusters, 
training/inference platforms and 
active archive, introducing multiple 
namespaces

− DMF can manage multiple 
filesystems using policies to 
coordinate data transfers between 
multiple filesystems, object storage 
and HSM backend

Holistic data management





• •



–

–

–

–

–

–

–

–

–

–

–




