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Andrew Chen (Engineering)
Using NeSI supercomputers for advancing image 
processing capabilities using computer vision

Dr Olaf Morgenstern 
and Dr Erik Behrens 
(Earth Science)
Deep South Challenge 
project using NeSI 
supercomputers 
for climate modelling.

Yoshihiro Kaneko 
(Seismology)
GNS Science using NeSI 
supercomputers to 
recreate earthquake 
events to better 
understand their 
processes and 
aftermath effects.

Dr Kim Handley 
(Biological 
Sciences)
Genomics Aotearoa 
project using NeSI 
supercomputers to 
better understand 
environmental  
processes on a 
microbial level

Dr Sarah Masters, 
Dr Deborah Crittenden, 
Nathaniel Gunby (Chemistry)
Using NeSI supercomputers to 
develop new analysis tools for 
studying molecules’ properties.

Dr Richie Poulton 
(Pyschology)
Using NeSI Data 
Transfer platform to 
send MRI scan images 
from Dunedin 
Multidisciplinary Health 
& Development Study 
Research Unit to a 
partner laboratory in 
the United States for 
analysis.

NeSI is a national 

collaboration of:
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Services High performance computing (HPC) and analytics

• New fit-for-purpose HPC platform including data analytics

• Virtual labs, visualisation, pre/post processing, cloud integration

Data transfer and share 

• End-to-end data transfer integration

• High speed, secure data transfer using Globus (global data management tool)

Training and researcher skill development

• In-person and online training to grow capabilities in NZ research sector

• Partnership with The Carpentries (global programme to teach foundational 

coding and data science skills to researchers)

Consultancy

• Computational science experts available to optimise tools & workflows
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A national eResearch infrastructure platform
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New Zealand  eScience  Infrastructure

A national genomics data repository including 

bespoke processes for Māori management of 

indigenous data, which is actively populated 

across all New Zealand genomics research 

activities

Genomics Aotearoa - Work Plans and Projects



early stages



Two Repositories (taonga species)

• Genomics Aotearoa Data Repository Otago v1
• Hosted in University of Otago
• Created in April 2019 as a proof of concept 
• 500GB in size
• Has Globus 5.x installation and supports HTTPS transfer
• Issues: GridFTP not accessible from within Otago network due to DMZ configuration

• Genomics Aotearoa Data Repository NeSI v1
• Hosted in NeSI (Wellington)
• Created in October 2019 as a permanent solution 
• 50TB  on disk (+ more on tape)
• Located in the shared file system /nesi/share/ga/
• The folder is read only from Globus application.
• Issues: Globus 4.x installation does not support HTTPS transfer



Repository Data      as @ 2020-02-12

• Snapper (Chrysophrys auratus) RNA seq data & Genome assembly v1.0

• Kākāpō (Strigops habroptilus)  GA & DOC

• Mānuka (Leptospermum scoparium)

• Kōkako (Callaeas wilsoni)

• Kōura (Paranephrops planifrons)

• Metagenomics Benchmark Data 



Access Management (in development)

● Request & Approval process
○ Decision making questionnaire 
○ Consultation/Permissions workflow 

● Definition of access options
● Terms & Conditions 
● Audit trail requirements
● Interim processes in place 



How to Access

● For all solutions, we are using group based access control

Process

1. A researcher finds a dataset they wish to access from GA/data 
webpage

2. The researcher sends an access request to GA approvers
3. Upon approval, the researcher’s e-mail is forwarded to NeSI admins 

and the researcher is added to appropriate Globus group
4. The researcher is notified that they now have access, and is sent an 

instruction



GLOBUS:  Group based access control



GLOBUS:  Group membership management





NeSI Security : GA Data

• Authentication
• Two factor authentication on to NeSI cluster

• Network
• Firewall and Science DMZ

• Managed user access (sharing)
• through Globus group provision (following permission process)

• File transfer
• Encryption

• Data assurance
• Regular backups of data to tape (+ second site)

• Expertise 
• Globus are world leaders in secure data transfer
• NeSI staff 10 years expertise in secure research environments & DMZ best practice

• Future
• Potential for a secure virtual environment (airlock) restricting download, copy/paste etc



Portal / Catalogue

● Interim: link from GA data web page
https://www.genomics-aotearoa.org.nz/data

https://www.genomics-aotearoa.org.nz/data


Dr Paul Gardner’s data
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…to manage data storage and access within a 
Māori values context, something that is different 
from the standard ‘public repository’ or ‘open 
access’ philosophy. 

…approved access by researchers, data curation 
and improved connectivity to tangata whenua will 
be hallmarks of practice.

https://www.genomics-aotearoa.org.nz/about/maori-genomics
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Where we are now

● Currently hosting 5 genome data sets of indigenous 

species + more coming

o Kākāpō, NZ’s endangered flightless bird, being the 

most prominent. We host both raw data and 

processed genome data of all 200+ birds that are alive

● Files are stored on our system (GPFS). Accessible via NeSI

compute and shareable via Globus

● Access control managed with Globus

● A static html page for listing the data available
● Access approval process with GA’s representative for Maori group

● Continuously exploring use cases and implementation options for moving 

forward



next steps
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● Search and access data
● Ingest: upload research data
● Metadata

○ Different data types, data formats, sequencing information, phenotype 
information

● Support sensitive data workflow
○ Non human indigenous species to human genomes

● Sharing back with wider communities (Elixir Beacon?)
● Privacy, security, transparency

Use cases
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Metadata

Getting 

stuff 

out of 

people’s 

heads

(and 

computers)
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Metadata (1) Discovery



New Zealand  eScience  Infrastructure

Metadata (2) Reuse : readme
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Metadata (3) Interact 



New Zealand  eScience  Infrastructure

● Globus API - very early stage
● CKAN - mature, but not specialised for the domain. Used by Bioplatforms

Australia
● Gen3 - genomics domain, advanced metadata search capabilities
● Elixir Beacon - genomics domain, hub and node model, linkage to wider 

communities
● Hybrid solution?

Data portal



Gen3  Data Commons Architecture









maturity







New Zealand  eScience  Infrastructure

Security / sensitive data / trusted repository

• Credentialing/multi-factor authentication

• Acceptable Use Policy

• Data Privacy Policy

• 5 Safes 

• Core Trust Seal / DDC TRAC

• HISO 10029:2015 Health Information Security Framework

• HIPPA compliance



New Zealand  eScience  Infrastructure

● Closed virtual environment
● Exemplar

○ Airlock (Genomics England)
○ interaction with data via restricted toolset
○ no download or copy/paste

● Substantial development effort required

Secure Research Environment
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Curation?

Manuscripts curator, Glen Barclay, Professor Ian Gordon 
and Chief Librarian, Mr C R H Taylor, looking at the journals 
of Katherine Mansfield, which have just arrived at the 
Alexander Turnbull Library, Wellington
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Data Curation:

involves maintaining, preserving and adding value

to digital data/digital object throughout its lifecycle.



New Zealand  eScience  Infrastructure

how do we preserve it?
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Long-term curation and management of 
shared data is a key area I’d like to see 
develop. What was considered a lot of data 
10 years ago isn’t now, but it’s not feasible 
to continue buying more storage so that we 

can keep everything just in case. Improving 
metadata goes a long way towards 
addressing this as it enables you to make 
quick decisions later on, but I’d like to see 
new processes developed that help us to 
identify if we no longer require to hold 
certain data.

David Groenewegen, Director of Research at Monash University Library

https://blog.mendeley.com/2019/07/16/meet-the-mendeley-data-advisory-board-david-groenewegen
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Connecting Data Repositories to Preservation systems



New Zealand  eScience  Infrastructure

Thank you
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NeSI @ eResearch NZ - Talks & 

Workshops: Wednesday 12 Feb
1:30 - 1:50 pm - Megan Guidry -

Training: It's better together

1:30 - 5:30 pm - Chris Scott - First 

steps in machine learning with NeSI

1:50 - 2:10 pm - Callum Walley -

Engineering HPC: What’s going on?

2:10 - 2:30 pm - Marko Laban -

Cloud-native technologies in 

eResearch: Benefits & challenges

2:50 - 3:00 pm - Jun Huh - Learning 

how to learn

3:30 - 4:30 pm - Megan Guidry -

Building and supporting a NZ 

digital literacy training community

3:30 - 4:30 pm - Blair Bethwaite -

Research Cloud NZ

Thursday 13 Feb
11:00 - 11:20 am - Wolfgang Hayek -

Singularity containers on HPC

11:00 am  - 12:20 pm - Brian Flaherty -

Building a national/regional data 

transfer platform: Globus BoF

1:30  - 1:50 pm - Nick Jones -

Advancing New Zealand’s 

computational research capabilities and 

skills

1:30  - 1:50 pm - Jun Huh - User 

journey-driven product management

1:30 - 5:30 pm - Blair Bethwaite -

Containers in HPC tutorial

1:50  - 2:10 pm - Brian Flaherty - Where 

Data Lives: NeSI, taonga and growing 

repository services

Thursday 13 Feb (cont.)
1:50 - 2:10 pm - Jeff Zais - Worldwide 

trends in computer architectures for data 

science

2:10 - 2:30 pm - Dinindu Senanayake -

HPC for life sciences: Handling the 

challenges posed by a domain that relies 

on big data

3:30 - 5:30 pm - Jana Makar - Growing the 

eResearch workforce in an inclusive way

Friday 14 Feb
11:20 - 11:40 am - Alexander Pletzer -

Enhancing eResearch productivity with 

NeSI's consultancy service

1:30 - 3:40 pm - Nooriyah Lohani -

Research Software Engineering (RSE) 

community update and next steps in 

New Zealand


