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Globus delivers ...

Fast and reliable big data transfer, sharing,
publication, and discovery ...

... directly from your own storage systems ...

... Vla software-as-a-service, using existing
identities.



£ Unifying access to data across tiers
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£ Unifying access across storage interfaces
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E’D Globus SaaS / PaaS: Research data lifecycle
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4 ) Globus controls

access to shared
files on existing
storage; no need
to move files to
cloud storage!
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The Globus
Command Line
Interface, API sets,
and Python SDK
provide a platform...

7" forbuilding
science gateways,
portals and

publication services.

Automating research
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ensuring those that
need access to the F‘
data have it. ot (i
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£ Bridge to campus HPC
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£ Bridge to national cyberinfrastructure
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£ Bridge to instruments
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£ Bridge to collaborators
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£ Bridge to community/public
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£ Performance is more than just bandwidth
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Protected data further
complicate the picture...

| Share €= Protect !



£ New: Globus High Assurance

 Enables transfer and sharing of PHI data

 Features
— Additional authentication assurance |
(IdP locking) - e or
— Policies for authentication frequency HIPAA il ©

— Session/Device Isolation
— Encryption of user data in transit

— File names/paths can have PHI -
— Comprehensive audit logging e
— Sec controls: NIST 800-53, 800-171 Low
— Business Associate Agreement (BAA)



E’j Globus Automate: automating the research lifecycle

 Simple state machine model
— Conditions, loops, fault tolerance, etc.
— Propagates state through the flow

Search

q
- Standardized API for integrating '.0
custom event and action services

— Actions: synchronous or asynchronous
— Custom Web forms prompt for user input

 Actions secured with Globus Auth




£~ Building the connectome Argonne
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£~ Globus by the numbers ...
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£ Thank you to our sponsors!
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£ THANK YOU, our 120+ subscribers!
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