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= Consultancy
- Analysis, debug and
(J T
- optimization of user
applications

Support
- Expert knowledge Training

in multiple domains - Software Carpentry /

Data Carpentry
- Intro & advanced HPC

training
New Zealand eScience
Infrastructure
Data transfer Hardware and software
- high speed data for compute and
L\ input/output :
"ﬁ Partnership with analysis
. Globus (global data - ~700 compute nodes
management - hundreds of software

platform) packages




Elele] THE UNIVERSITY OF

@ AUCKLAND

NEW ZEALAND

@/’ Taihora Nukurangi Wellington

UNIVERSITY

of

OTAGO ’ o=

Te Whare Winanga o Otage
NEW ZEALAND

Manaaki Whenua =1 Dunedin
Landcare Research

MINISTRY OF BUSINESS,
INNOVATION & EMPLOYMENT
HIKINA WHAKATUTUKI




a

Blair Bethwaite Thomas Berger Fabrice Cantos Laura Casimiro Brian Flaherty Kim Frew Megan Guidry GregHall

Solutions Manager, Product Manager, HPC Operations Manager, Operations Coordinator, Data Services Product Manager,  Science Engagement Manager, Research Communities Advisor, Systems Engineer,
University of Auckland University of Auckland NIWA University of Auckland University of Auckland University of Auckland University of Auckland University of Auckland

Yuriy Halytskyy Aaron Hicks Jose Higino JunHuh Marko Laban Nancy Lin

Systems Engineer, Systems Engineer, Systems Engineer, Business Innovation Software Product Data Analyst,

University of Auckland NIWA NIWA and Growth Manager, Engineering Lead, University of Auckland
University of Auckland University of Auckland

Nooriyah Lohani JanaMakar Peter Maxwell Alexander Pletzer Nitharsan Puwanendran Kumaresh Rajalingam
R h ities Advisor,  C ications Manager, Application Support Specialist, Scientific Programmer, Analyst P Analyst Programmer,
University of Auckl University of Auckland University of Auckland NIWA University of Auckland University of Auckland

Chris Scott A Nick Spencer Callum Walley Damian Wheeler Jeff Zais
Scientific Programmer, Application Support Analyst, Site Manager Application Support Analyst, Site Manager, Senior Science Advisor &
University of Auckland University of Auckland Manaaki Whenua - University of Auckland University of Otago Platforms Architect,

Landcare Research NIWA



Computing capability for future prosperity
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Life Sciences in Mahuika: Project holders #NeS|
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Mahuika: 916c‘oﬁrnes ) | Maui: 19,94 cores

L o 2N

Shared Storage
IBM ESS GL4S and GL6S disk storage (8.7PB, 140 GB/s), Spectrum Scale (aka GPFS)

EDR Infiniband network to storage

Spectrum Protect Hierarchical Storage Management system (capable of storing up to ~60PB)
New Zealand eScience Infrastructure



MAHUIKA

Mahuika is the Maori goddess of fire.
In customary lore, Maui sourced fire
for his people by convincing his
Grandmother Mahuika to hand over
flames burning from her fingers.

- Today Mahuika is
powering reseachers

- throughout New Zealand
in a range of fields, from
genomics research to
seismic mapping.

MAHUIKA incorporates:
« 234 compute node Cray CS5400
« 8,424 x 2.1GHz Broadwell cores

« CS400 Virtual Labs



Mahuika Partitions

Large : 226 nodes: 72C/n: 105GB/n

Long: 69 nodes: 72C/n: 105GB/n

bigmem : 9 nodes: 72C/n: 512GB/n

prepost: 4 nodes: 72C/n: 512GB/n

GPU : 4 nodes

ga_hugemem .
128C: 4TB I Z2c 51208

hugemem hugemem : 2 nodes: 80C (s)/n: 1.5 TB/n
I- 176C(s) : 6TB
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Life Sciences in Mahuika: branches and sub-disciplines

Bioengineering Biology

Anthropology

Epidemiology

Cell Biology

Immunology

Ethology

Life Sciences

— L ]

Human Physiology

Genetics

Molecular Biology

Paleontology

Soil Science

Pharmacology

Zoology
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Cryo-EM Image processing in Mahuika

Objective :RELION (for REgularised Llkelihood OptimisatioN, pronounce rely-on) is a stand-alone computer
program that employs an empirical Bayesian approach to refinement of (multiple) 3D reconstructions or 2D class
averages in electron cryo-microscopy (Cryo-EM).

o RELION Job types in

Import TEM Images (2D Projections)

Clean up images (defocus , tilt , motion, Single-threaded
blur) \
Isolate Individual particle projection \
UDades T CPU + GPU
>— Y (Motion Cor2)
Classify Particles , Predict Original L J
QOrientation, Maximum likelihood P
Refine Prediction with "smooth” Multi-threaded MPI
maps

Polish particles to improve
signal-to-noise
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Selection, Prediction and 3D Reconstruction

Trained algorithm for particle Class averages : 19000 & 11000
selection particles
3O 2 % e ol &
*‘{ : ‘ ‘h“ F.. ‘a'ﬁ‘ nnnnmnn un

| Manual Selection of the Particles |

Evgeny et al. (2020) : unpublished
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Genomics

Environmental Metagenomics Pipeline: Developed and Optimised in Mahuika

Quality Assembly Binning

Dereplication Quality
filtering

assessment

Trimmomatic

1,000

900

* .

Memory peak (GB)

500 1000 1,500 2,000 2,500 3,000 3,500 4,000 4,500

Runtime (hours) Waite et al. (2019)
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Abandoning single node approach

Tools/Libraries to Parallelize
Genomic/Transcriptomic data
analysis

Y

HPCGridRunner Spark based
Y A J
o

Trinlty Phase-1 Trinity Phase-2
read chustering) (assembling read clusters]

ooy
W
(444

Requires high-memory server Requires moderate mamary server(sh
Parallelization: multithreading Parallelization: multithreading and,for
dispatch to compute farm
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ADAM and Cannoli commands

Shards of a file

Merges

k-mers/g-mers from
a read dataset

ADAM Covertage from a
<« g > - .
k-mer/q-mers from a actions ™ given ADAM file

slice dataset

FASTA with
genotypes to ADAM

Variants to ADAM

FASTA with
SAM/BAM to ADAM Sequence features into sequences to=
format corresponding ADAM format ADAM

minimap2
bcftoolsCall
P DcftoolsMpileup

J

. bcftoolsNorm
Cannoli
commands
- samtoolsMpileup

bwa
beftoolsintersect

singleEndBowtie2

Reference : http://bdgenomics.org/

New Zealand eScience Infrastructure


http://bdgenomics.org/

Launching ADAM via SLURM

Start Spark Cluster Submit the job file to SLURM

shatch Example.cmd

#!/bin/bash -e

#SBATCH --partition large l }
#SBATCH --job-name spark-multi-node

#SBATCH --exclusive
#SBATCH - -nodes=2

#SBATCH --cpus-per-task=36
#SBATCH --ntasks=2

#SBATCH --time 01:10:00
#SBATCH --mem 512G

ml Spark/2.3.1-gimkl-2018b-Hadoop-2.7
start-spark

echo $MASTER
sleep infinity
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Reproducibility: Containers & Workflows

Nextflow
A DSL for parallel and scalable computational pipelines

.
nexciflow
ls
A Python workflow manager

§ CWL
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Beyond Reproducibility: Using Workflows to get the best out of available
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resources (convenient profiling)
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NeS| @ eResearch NZ - Talks & Workshops:

Wednesday 12 Feb
1:30 - 1:50 pm - Megan Guidry -
Training: It's better together

1:30 - 5:30 pm - Chris Scott - First
steps in machine learning with NeSlI

1:50-2:10 pm - Callum Walley -
Engineering HPC: What’s going on?

2:10 - 2:30 pm - Marko Laban -
Cloud-native technologies in
eResearch: Benefits & challenges

2:50 - 3:00 pm - Jun Huh - Learning
how to learn

3:30 - 4:30 pm - Megan Guidry -
Building and supporting a NZ digital
literacy training community

3:30 - 4:30 pm - Blair Bethwaite -
Research Cloud NZ

Thursday 13 Feb
11:00 - 11:20 am - Wolfgang Hayek -
Singularity containers on HPC

11:00 am - 12:20 pm - Brian Flaherty -
Building a national/regional data
transfer platform: Globus BoF

1:30 - 1:50 pm - Nick Jones - Advancing
New Zealand’s computational research
capabilities and skills

1:30 - 1:50 pm - Jun Huh - User journey-
driven product management

1:30 - 5:30 pm - Blair Bethwaite -
Containers in HPC tutorial

1:50 - 2:10 pm - Brian Flaherty - Where
Data Lives: NeSl, taonga and growing
repository services

fNeS|

Thursday 13 Feb (cont.)

1:50 - 2:10 pm - Jeff Zais - Worldwide
trends in computer architectures for data
science

2:10 - 2:30 pm - Dinindu Senanayake -
HPC for life sciences: Handling the
challenges posed by a domain that relies
on big data

3:30 - 5:30 pm - Jana Makar - Growing the
eResearch workforce in an inclusive way

Friday 14 Feb

11:20 - 11:40 am - Alexander Pletzer -
Enhancing eResearch productivity with
NeSl's consultancy service

1:30 - 3:40 pm - Nooriyah Lohani -
Research Software Engineering (RSE)
community update and next steps in New
Zealand



