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Real-time data ingest
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Real-time data ingest

ARTEMIS: A neonatal
Internet of Things.




Capital Investment Status

- Currently at the start of a $70 million capital refresh
- Approximately 2/3 for compute, 1/3 for storage and network

* A few small procurements soon out to market (storage,
network, cluster, cloud, visualisation)

* Collaborations started or about to start with a number of
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Future of HPC

* Unified model:
* From HPC, Cluster, Cloud [ | Converged architecture
» Software defined infrastructure

e Science from data

* Machine intelligence:
» Machine learning
- Al-augmented scientific simulations

 Synergies: solve large scale science problems collectively
(e.g. SKA, LHC)
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Future of HPC

* Integrated workflows

* New scientific domains:
 Genomics
* Phenomics
* Medical Informatics
« Advanced Imaging (including medical)

- Dynamic, on-demand, real-time job scheduling
» Security, handling of sensitive data
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Challenges

* Qur scientific community is a diverse group
« Communication

 Data intensive science

* Quasi real time HPC

* On demand compute — may need to “burst”
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Challenges

- Storage: how can we support growth?
* Funding
» Physical space
» Bandwidth

- Data privacy and security

- Heterogeneous workloads

- Data Management
* no scalable data management solution currently implemented

* Development
» Support for flexible, on-demand, workloads beyond simple batch scheduling

 Quality of service
* Regressions
» Uptime
» Consistency of environment and applications across maintenance sessions
« Consistent performance
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